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Motivation for simulating

We can use these simulated data to ask fairly detailed
questions. If the sky brightness slowly increases over the
duration of a photometric scan, does the photometric
calibration software correct properly? What is the relative
performance of the system at low and high Galactic latitudes?
While the test year will no doubt bring some software surprises,
the use of simulations has allowed us to have the data system
integrated and largely debugged before the telescope itself is
fully operational. The ability to use the same underlying data
with varying degrees of complication will help isolate problems
during debugging. The existence of a catalog with the "right"
answers corresponding to a given simulation allows us to do
regression testing in a detailed and quantitative way.

Jim Gunn, the SDSS Project Book
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Forth version before 1994

JPG version in 199?
Large scale version in 1997 with real galaxies etc.

First Light in 1998
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Imaging: Photo ≡ PSP + Frames

SDSS data flow wasn’t all that simple:
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Integration

The codes weren’t all that simple either;

e.g. Photo totaled
150 kLines of C, and 85 kLines of TCL.
The first use for simulations in SDSS was to commission these
pipelines; there are lots of interfaces (FITS and a custon
“Yanny” parameter format).

First light (full moon, no baffles): 9th May 1998

First light (dark time, baffles): 29th May 1998

First QSOs: 14th June 1998
I.e. We were able to reduce first light data, and start
finding QSOs within a month.
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How much detail?

Did we need an image simulator to check the pipelines’
integration?

Why not simulate the files, stuffing the HDUs
with plausible values?
We probably do need images. Interfaces are more than FITS;
e.g. the flatfields (the psFF files) are stored as

(unsigned short )((1 << 11)/ value + SOFT_BIAS +

0.5* Random ()/ RANDOM_MAX );

This is a contract between the PSP and Frames that must be
kept.
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Algorithms

The early simulations were pretty simple:
bulge + disk galaxies; double Gaussian PSF

This was good enough to integrate pipelines, but had no
code in common with the pipelines
Pro: Blind testing
Con: Hard to keep interfaces in sync

e.g. what is the value of SOFT_BIAS?
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jpgtest Simulations

The Japanese P{romotion,articipation} Group wrote their own
simulator to test algorithmic issues.

gal15.fits Exponential disk, re = 8pix
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Inputs

# Data to test profMean
#
sky=100
#
# with noise
#
...
gal15.fits \

profMean<2>=4185.28 profMean<3>=2701.29 \
profMean<4>=1387.53 profMean<5>=578.59 \
profMean<6>=189.35675

...
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Photometric Algorithms

SDSS measured circular aperture magnitudes, with smallest
radius 0.5642 pixels. We did this by assuming a band-limited
image, so we can write

flux =

� x2+y2<R2

0
D dx dy

=

� x2+y2<R2

0

�

i

Di
sin π(x − xi)

π(x − xi)

sin π(y − yi)

π(y − yi)
dx dy

=
�

i

Di

� x2+y2<R2

0

sin π(x − xi)

π(x − xi)

sin π(y − yi)

π(y − yi)
dx dy

=
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i

Dici

N.b. this is exact if the data’s truly band limited.
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Photometric Algorithms

For large apertures (> “6”) this care isn’t warranted, so we did
something simpler.

Problem: when the jpgtest data arrived, it failed tests;
profMean<6> was wrong.
Explanation: the match between the two algorithms had been
done too naïvely.
Solution: be more sophisticated (I.e. fix the bug).
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Sky Subtraction

One of the worst features of the SDSS pipeline is the sky
subtraction near bright(ish) galaxies. How did this escape our
testing?

re = 5pixel log re = 5pixel linear

1000 × 1000 Test images for sky subtraction
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Sky Subtraction

What happens when we run that through photo?

There’s a clear signal of problems; what went wrong?
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Sky Subtraction

What went wrong? I don’t remember. Theories include:
We were too busy to pay attention

We didn’t think this mattered; the objects with re = 20
are at 15-16th and have flux spread over arcminutes;
that’s too big relative to the 10’×13�field .

We didn’t think about the impact on faint sources near the
bright ones (cf. Mandelbaum et al.)
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Unit/Regression Tests

You all practice Safe Software:
Code Standards
Source code managers (svn/hg/git)

Bug Trackers

Doxygen + overview documents

and, of course,
Unit Tests
I’m describing ancient history, so we didn’t use jUnit,
unittest, boost::test, . . . ; we wrote our own
framework in TCL using these jpgtest simulations.
Unfortunately, the more extensive examination of pipeline
outputs was originally done by hand, and could not be
captured and automated.
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When should you stop?

I told you we had:
A large scale simulator in 1997 with real galaxies etc.

First Light in 1998

What did we use the 1997 sims for?
Nothing. They had problems that weren’t worth fixing.
E.g. the edges of real galaxies triggered the cosmic ray
code.
As first light was just around the corner, we (i.e. I)
ignored the last generation of simulations, and waited
patiently for reality.
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Photometry: Übercalibration
4 Padmanabhan et al

FIG. 2.— The sky coverage of the SDSS data used in this paper, shown in an equal area resolution 7 HEALPIX/HEALCART (Górski et al. 1999; Finkbeiner
2004) projection. The x scale covers RA 0◦ to 360◦ , while the y axis runs from DEC 90◦ to −90◦. The grey scale denotes the mean number of observations of
a star in a particular pixel. Note that we saturate at 5 observations, although on the equatorial (white) stripe, there are pixels with a mean number of observations
as high as 15. The bulk of the survey data is in the North Galactic Cap, the prominent structure in the center of the image. The Equatorial stripe, imaged every
Fall, is the white horizontal stripe halfway in the image. The approximately equally spaced vertical runs are examples of the Apache Wheel data.

TABLE 1
FLAT FIELD SEASONS

SDSS Run MJD Date Comments
1 51075 19-Sep-1998 Beginning of Survey
205 51115 28-Oct-1998
725 51251 13-Mar-1999
941 51433 12-Sep-1999
1231 51606 03-Mar-2000
1659 51790 03-Sep-2000 After i2 gain change
1869 51865 17-Nov-2000 Vacuum leak in Dec 2000
2121 51960 20-Feb-2001 After vacuum fixed
2166 51980 12-Mar-2001
2504 52144 23-Aug-2001 After summer shutdown
3311 52516 30-Aug-2002 After summer shutdown
4069 52872 20-Aug-2003 After summer shutdown
4792 53243 26-Aug-2004 After summer shutdown
5528 53609 26-Aug-2005 After summer shutdown

NOTE. — The starting dates, and the corresponding first SDSS run for the
flat field seasons.

where all terms are a function of time. The optical response
of the telescope and detectors is the “a-term” a(t), while the
detector flat fields (in magnitudes) are f(i, j; t)where i, j rep-
resent CCD coordinates. The atmospheric extinction is the
product of the “k-term” k(t) and the airmass of the observa-
tion, x. Note that this is a crude phenomenological model (it
heuristically resembles a first order Taylor expansion), but is
completely adequate for our purposes. We therefore defer a
discussion of its limitations and potential extensions to Sec. 7.
We now specialize to the SDSS; we calibrate each of the

five filters individually, and assume that each of the six camera
columns are independent, yielding an a-term and flat field to
be determined per CCD. We implicitly assume that the filter
response for each of the six CCDs is identical (we return to
this in Sec. 7). The k-term is however common to all camera
columns and depends only on the filter. Also, since the SDSS
observes by drift-scanning the sky, the flat fields are no longer
two-dimensional, but only depend on the CCD column and
are represented by a 2048 element vector. This is complicated
by the fact that some of the SDSS CCDs have two amplifiers,
resulting in a discontinuity at the center of the flat field. We

model this by assuming the flat fields have the form,
f(i, j) = f0(j) + θ(j − 1024)∆f (4)

where θ(x) is the Heaviside function, and ∆f (hereafter, the
“amp-jump”) is the relative gain of the two amplifiers. Note
that as written, f0 is a continuous function of CCD column.
Finally, we need to specify the time dependence of these
quantities. The a-terms and amp-jumps are assumed to be
constant during a night, and we simply specify these as piece-
wise constant functions.
It was also realized early in the survey (about 2001) that the

flat fields were time-dependent, and appeared to be changing
discontinuously over the summers when the camera was dis-
assembled for maintenance. These changes are most likely as-
sociated with changes in the surface chemistry of the CCDs.
We therefore model the flat fields as being constant in time
over a “flat field season”, roughly the period between any
maintenance of the camera. The boundaries, in MJD and
SDSS run number, of these “seasons” are listed in Table 1.
Ideally, one might have chosen an even finer time interval to
test the constancy of the flat fields; however, the SDSS lacks
sufficient oblique scan data to improve the time resolution.
We note here that the standard practice of measuring flat fields
from sky data does not work for the SDSS, due to scattered
light in the camera.
The time dependence of the k-terms at APO is more com-

plicated, as the atmosphere (on average) gets more transparent
as the night progresses, at the rate of ∼ 1 mmag/hour (milli-
magnitudes/hour) per unit airmass. We therefore model k(t)
over the course of a night as

k(t) = k +
dk

dt
(t− tref ) , (5)

where tref is a reference time18. Note that t in the above
equation only runs over the course of a single night; k and
dk/dt can (in principle) vary from night to night, and there is

18 We adopt 0700 UT as tref , corresponding to midnight Mountain Stan-
dard Time.

SDSS-I imaging coverage (white: ≥ 5 visits)
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The Problem

Given a set of SDSS ‘runs’, α, nights, β, the true and
measured (at airmass z and time t) magnitude of a star is
given by

m = mADU + aα +

�
kβ +

dk
dt

����
β

(t − t0,β)

�
sec z

We wanted to know aα, kβ, and dk
dt

��
β
; the magnitudes m are

nuisance parameters to be marginalised over. Around 5 × 107

nuisance parameters.
It’s pretty straightforward to write down the Normal equations,
involving very large but very sparse matrices, and easy enough
to solve them iteratively.
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Simulations

While all of the foregoing is quite simple, we (i.e. primarily
Nikhil Padmanabhan, David Schlegel, and Doug Finkbeiner)
nethertheless decided that a survey simulator was a wise
investment of time.

Start with the actual catalogue of SDSS stars.
Simulate “true” magnitudes for each of the stars.
Given an observation of the star, calculate the observed
magnitude, assuming values for a and k .
Simulate k ’s time variation using a Gaussian random walk.
Add photon noise to the instrumental magnitudes.
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Simulate k ’s time variation using a Gaussian random walk.
Add photon noise to the instrumental magnitudes.
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FIG. 3.— The difference between the estimated and true a- and k-term for
the r band in one of our simulations. There are approximately 6 a-terms that
correspond to a given k-term, and the scales on the x axis are adjusted so that
corresponding terms are aligned. Note that the estimated a- and k-terms are
highly covariant.

are slightly higher), suggesting that the SDSS can break the
“sound barrier” of delivering 1% relative calibrations over the
entire survey region. Catastrophic failures in the calibrations
are also negligible, evidenced both from the near equality be-
tween the sigma-clipped and total variances, and the almost
Gaussian fraction of 3σ outliers. Finally, we note that the er-
rors in the calibrations are dominated by the unmodeled ran-
dom fluctuations in the k-terms. Simulations with no random
fluctuations achieve calibration errors of ∼ 0.1%, suggest-
ing that the SDSS calibration errors are therefore completely
dominated by unmodeled behaviour in the k-terms. The ex-
ception again is the u band where measurement noise is only
a factor of ∼ 2 smaller than the random noise in the atmo-
sphere.
The spatial distribution of the calibration errors is in Fig. 5.

The calibrations are uniform across the whole survey area at
the ∼ 1% level, and are noticeably better at the survey poles
where the number of overlap regions increases (see Fig. 2).
Importantly, although there is spatial structure over individual
SDSS runs (which is inevitable, given that we calibrate entire
runs as atomic units), there are no coherent structures over the
entire survey region.
The above discussion assumes calibrations making the de-

fault choices described in Sec. 3.4. We can use our sim-
ulations to discuss the robustness of the algorithm to these
choices below. For simplicity, we only consider the r band
for these tests.

• Magnitude Limits : As discussed above, the errors in
the calibration are dominated by unmodeled systemat-
ics in the atmosphere, and not measurement noise. We
therefore expect the algorithm to be relatively insensi-
tive to the choice of the magnitude limit. We explicitly
verify this by re-calibrating after decreasing the magni-
tude limit by 0.5 mag. Although this reduces the num-
ber of stars and observations by 30%, the calibration
errors are unaffected, as expected.
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FIG. 4.—The difference between the estimated and true flat field vectors for
the r band of one of our simulations. Each line corresponds to a different flat
field season. Since the mean of the flat fields are degenerate with the a-terms,
we only plot the deviations about the mean. For clarity, only the flat field
vectors for one camera column are plotted; the results for the other camera
columns are similar. The errors in the flat field estimation are ∼ 0.5% (peak
to peak).

• Apache Wheel data : As described in Sec. 2, the SDSS
imaging data was supplemented by a grid of 4x4 binned
data designed to improve the uniformity of the calibra-
tion over the entire survey region. Calibrating the sur-
vey without these data increases the calibration error to
10.4 mmag (compared with the 7.8 mmag in Table 4),
an increase of∼ 30%. Most of this increase is however
driven by catastrophic failures; the 3σ clipped variance
only increases to 8.1 mmag, a more modest increase of
10%. As expected, the Apache Wheel data better con-
strain parts of the survey that were poorly connected, as
they were designed to do. However, for regions already
well constrained, the improvements are marginal.

• dk/dt : Since we do not fit for a value of dk/dt, we
must understand how errors in our assumed value of
dk/dt propagate to the calibration. Fig. 6 shows the
difference between calibrating a simulation assuming
the correct value of dk/dt, and assuming dk/dt = 0.
While the increase in the size of the calibration errors
is small, the incorrect value of dk/dt introduces an
overall tilt to the survey (in the figure, this is approx-
imately 10 mmag). This tilt results from the fact that
regions of similar RA are observed at approximately
the same relative time in the night. The errors from an
incorrect dk/dt therefore do not cancel, but accumu-
late into a tilt, because we always observe the sky west
to east. This is exacerbated by the fact that there is lit-
tle data connecting the survey at the ends through the
Galactic plane, and therefore no closed loops to pre-
vent the appearance of such a tilt. This is the most se-
rious systematic error in the calibration, and could af-
fect any large scale statistical measures. In fact, both
Padmanabhan et al. (2007) and Blake et al. (2007) ob-
serve excess clustering of photometrically selected lu-
minous red galaxies at the very largest scales. We spec-

This isn’t surprising; we usually scanned at nearly constant z
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Results: zeropoints

Improved Photometric Calibration of SDSS Imaging Data 9

FIG. 5.— An image of the calibration errors for r band on the sky obtained for one of our simulations. The projection is the same as Fig. 2, but zoomed in on
the Northern Galactic Cap of the SDSS. The greyscale saturates at magnitude errors of ±0.02 mag.

FIG. 6.— The difference in calibration between assuming dk/dt = 0
and the true value. The tilt over the survey region is clearly apparent, and
is approximately 10 mmag over the survey region. The greyscale goes from
−0.01 mag to +0.005 mag.

ulate that a tilt in the calibration could be a possible
contaminant to the measurements on those scales.

5. THE SDSS PHOTOMETRIC CALIBRATION
Having described and verified our algorithm, we apply it to

the SDSS imaging data. Since we do not have ground truth to

compare our results, we describe both the internal consistency
(Sec. 5.1) and astrophysical tests (Sec. 5.4) we use to assess
the photometric calibration. In addition, we also address the
spatial structure of the calibration errors (Sec. 5.2), as well
as the photometric stability of the SDSS (Sec. 5.3). Finally,
we compare our calibrations with the currently public SDSS
calibrations (Sec. 5.5).
In what follows, we use “magnitude residual” to denote the

difference between the (calibrated) magnitude of an observa-
tion of a star and the mean magnitude of all observations of
the star.

5.1. Internal Consistency
The first internal consistency test is the distribution of mag-

nitude residuals. Since the scatter in the residuals also in-
cludes measurement noise (σ), it is more illuminating to con-
sider χ = (m−�m�)/σ; if the measurement errors are a good
estimate of the scatter in the residuals, χ should be Gaussian
distributed with unit standard deviation. This is plotted for
the stars used in the calibration, for the five filters, in Fig. 7.
At the faint end, we observe that χ is distributed as expected,
suggesting that the measurement noise is a good description
of the scatter, and that calibration errors do not appreciably
increase the scatter. The discrepancy at the bright end is due
to a floor (σ = 0.01mag added in quadrature) we impose on
the magnitude residuals, to reflect the fact that the dominant
error for these stars is no longer Poisson noise but possible
systematics in the measurements. Note that calibration errors

The zeropoints are good to c. 10mmag, with no visible
large-scale power
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Results: zeropoints

More quantitatively,

Filter �∆m� σ σ3 %(3σ) σ0

u -1.67 13.38 12.53 0.85 7.27
g 0.82 7.79 7.31 0.72 1.77
r 0.93 7.81 7.26 0.81 1.69
i 0.92 6.84 6.38 0.75 1.32
z 0.97 8.06 7.61 0.68 2.70

where all values are in mmag.
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ulate that a tilt in the calibration could be a possible
contaminant to the measurements on those scales.

5. THE SDSS PHOTOMETRIC CALIBRATION
Having described and verified our algorithm, we apply it to

the SDSS imaging data. Since we do not have ground truth to

compare our results, we describe both the internal consistency
(Sec. 5.1) and astrophysical tests (Sec. 5.4) we use to assess
the photometric calibration. In addition, we also address the
spatial structure of the calibration errors (Sec. 5.2), as well
as the photometric stability of the SDSS (Sec. 5.3). Finally,
we compare our calibrations with the currently public SDSS
calibrations (Sec. 5.5).
In what follows, we use “magnitude residual” to denote the

difference between the (calibrated) magnitude of an observa-
tion of a star and the mean magnitude of all observations of
the star.

5.1. Internal Consistency
The first internal consistency test is the distribution of mag-

nitude residuals. Since the scatter in the residuals also in-
cludes measurement noise (σ), it is more illuminating to con-
sider χ = (m−�m�)/σ; if the measurement errors are a good
estimate of the scatter in the residuals, χ should be Gaussian
distributed with unit standard deviation. This is plotted for
the stars used in the calibration, for the five filters, in Fig. 7.
At the faint end, we observe that χ is distributed as expected,
suggesting that the measurement noise is a good description
of the scatter, and that calibration errors do not appreciably
increase the scatter. The discrepancy at the bright end is due
to a floor (σ = 0.01mag added in quadrature) we impose on
the magnitude residuals, to reflect the fact that the dominant
error for these stars is no longer Poisson noise but possible
systematics in the measurements. Note that calibration errors

The result of setting dk/dt = 0 is a slope of c. 10 mmag
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Results: Survey Design in Hindsight

Changing the magnitude limit leaves the calibrations
unchanged. I.e. the systematic errors in the atmosphere
dominate.
Including the “Apache Wheel” runs makes very little
difference. We should have saved the telescope time, or
integrated longer. Further simulations would tell us which.

The dk/dt slope is our worst systematic. We could have
taken data to avoid it — backwards non-constant-airmass
scans?
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Spectroscopy: MARVELS

MARVELS is the planet-searching part of SDSS-III.

Ge et al., 2002, PASP
A combination of a medium (R ∼ 10000) spectrograph and a
Michelson interferometer.
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Figure 17: Left: An intermediate period planet candidate with m sin i of ∼2.5 MJup and ∼39.5 day
period around a V =11.3 MS star, identified from the pilot survey data. Right: A rare brown dwarf
candidate with m sin i of ∼20 MJup and ∼108 day period around a V =9.2 MS star, identified from
the pilot survey data.

These early results demonstrate the ability of multi-object Doppler instruments to conduct a
planet survey for short-period and intermediate-period giant planets. To achieve the main science
goals of the survey, however, the instrument and software must be considerably improved. We have
identified a number of hardware and software upgrades that will allow us to achieve the performance
required for MARVELS.

Improvements to the instrument throughput include: (1) adding a second spectrograph to cap-
ture the second output of the interferometer, thus doubling the detected photon rate, (2) replacing
the current grating with a higher efficiency VPH grating, (3) adding AR coatings to the camera
optics and iodine cell, and (4) shortening the fiber length when the instrument is moved to its per-
manent enclosure. Further improvements to the photon-limited velocity precision will come from
(5) increasing the spectral resolution to R = 13, 500 from the current R = 5, 100, by changing from
3�� fibers to 2�� fibers and employing a higher dispersion grating, (6) replacing the interferometer
assembly with a better aligned assembly that reduces inhomogeneous slit illumination and image
aberration. The resolution increase comes at some loss in wavelength coverage, but the net impact
on Doppler precision is positive. The anticipated net impact of these modifications is a factor of
2.9 improvement in the photon-limited velocity precision.

Measurements and simulations of instrument performance suggest that inhomogeneous slit
illumination and image aberration dominate the ∼ 11 m/s instrumental systematic errors; the
new, realigned interferometer assembly should reduce these errors substantially. There are two
additional sources of systematic error that require significant software upgrades: 1) The current
pipeline approximates the convolution of star and iodine cell spectra as a multiplication; this has
the advantage that no PSF deconvolution or instrument modeling is needed to obtain the star and
iodine velocity shifts, but the approximation breaks down if the barycentric velocity correction
(caused by Earth’s motion around the Sun) exceeds ∼ 3 km/s. 2) The current pipeline does not
correct for moonlight contamination. Since moonlight during bright time can contribute ∼ 0.1% of
the light in a 3�� fiber centered on a V = 12 star, a 30 km/s offset between the Sun’s velocity and
the star’s velocity can induce a ∼ 30 m/s error in the measured Doppler shift.

Our “benchmark” goals for performance of the MARVELS instruments are photon-noise errors

of 21.3 m/s in a 1-hour exposure at V = 12, scaling as N−1/2
photon, and true errors (including all

systematic error contributions) that are a factor of 1.5 larger than the photon-noise errors at each

43
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Reduction Strategy

The MARVELS team reused IDL code that had been used
with other similar instruments; unfortunately it took days to
reduce a set of data

Expected: 10 m/s at the bright end 45 m/s at the faint end
Realized: 50 to 80 m/s 100 to 200 m/s

What went wrong? Given the subject of this meeting, you
know the answer: no simulations
Brian Lee, Duy Cuong Nguyen, and Nathan De Lee spent 9
months writing a nice simulator.
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The MARVELS simulator

Lots of things included:
Velocity shift
Rotational broadening
Interferometer Comb
Phase Distortion
Point Spread Function
Illumination Profile
Slant Transform
Line Spread Function
Instrument Drift
Photon Noise
Readout Noise
Ghost Contamination
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Lessons Learned I: Bugs

Sign flip in the fine-scale RV extractor
Phase-to-velocity conversion approximation improved
Final Julian Dates were exposure starts instead of
flux-centred Julian Dates from header



Introduction SDSS Imaging Übercal MARVELS LSST

Lessons Learned II: Things done right
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Pipeline does not appear to blow up on low S/N simulations; 

 error bar and RMS match to within ~10 m/s 

Radial velocity accuracy scales properly with signal to noise
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Lessons Learned III: Problems
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32 
Contribution to RV error ~40 m/s 

44 m/s is a lot. . .
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Meta-Lessons Learned

There are unmodelled features in the instrument which were
only discovered after taking data for three years.

At this point,
it was unclear if we could go back and salvage the data given
the existing calibrations.
Result: We decided to terminate the MARVELS project early,
and did not proceed to build a second spectrograph.
Moral: A simulator, and associated reduction pipeline,
delivered at the same time as the instrument could have saved
the project.
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LSST Sims

On Monday, Andy Connolly gave a summary of his group’s
heroic efforts; how should we use his simulations?

Currently we’re using them to validate/commission pipelines.
You might note that the most optimistic date for LSST first
light is 2018.

HSC on Subaru (1.8deg2)
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Figure 3. (a): The layout of CCDs on the cold plate. (b): The vignetting plot as a function of the field radius.

One unit of FEE handles 4 CCDs and its dimension is 240 mm × 150 mm. There are four 65 pin micro D-sub
connects on the bottom side of FEE and FPC cables from CCD packages are connected to these connectors. It
also has one 9 pin MDM connector one end of FEE which is used as a signal line. On the other end, a 60 pin
connector is attached and connected to the bus-type connector which is installed on the FEE assembly and the
DC power is supplied from the bus. A support bar which embeds a heat pipe is attached at the top end of the
FEE to fix the FEE to the beam of the FEE assembly, as well as to remove the heat generated from FEE to the
beam. We plan to equip coolant lines through the FEE beams and circulate coolant to efficiently remove the
heat.

There are two rooms reserved for the cooling path between the cold head of the cooler and the cold plate.
The size of the each room is 500 mm × 65 mm. The thermal analysis (see Sect. 4) shows that wide contact area
on the cold plate is necessary to keep CCD temperature uniform over the focal plane.

Back Assembly The back assembly is where two coolers and vacuum maintenance instruments are attached.
An ordinary vacuum valve of ISO-KF 40 size (e.g., Pfeiffer EVB 040 SA) and a full range vacuum gauge (e.g.,
Pfeiffer PKR 251) are attached. We also plan to adopt a noble pump Varian Vaclon Plus 20 which has a pumping
speed of 20 l/s. For more details of the cooler, see Sect. 4.

3.2 Focal Plane Layout

Fig. 3(a) shows the layout of 116 CCDs on the focal plane. The inner dashed circle represents the 1.5 degree
field of view, which corresponds to 498 mm in physical size. The outer dashed circle represents the area where
CCDs receive incoming photons. The diameter is 530 mm in physical and 1.59 degree field of view. The solid
line circle represents the outer diameter of the dewar (700 mm). As shown in the figure, 116 CCDs cover 1.5
degree field of view quite well. Fig. 3(b) shows the vignetting diagram as a function of the field radius. The
vignetting gets worse as the radius increases and it is 25% at 0.75 degree (i.e., 1.5 degree diameter), then steeply
degraded to ∼40% at the 0.8 degree edge.

The dimension of a CCD package is 31.54 mm × 66.825 mm with 9 mm thick and the gap between CCD
packages is 0.2 mm. Since the light-sensitive area of CCD is 30.72 mm × 61.44 mm, the effective gaps between
CCDs are 1.02 mm (11 arcsec) in 2k direction and 5.585 mm (62 arcsec) in 4k direction, respectively.

112 + 4 Guides

SiC cold plate
Cooled by two pulse tube coolers

45 W@-100 C each
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CCD

120 CCDs will be delivered 
by 2010/8
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LSST Sims Problems

You have to be careful to ensure that pipeline problems are
not in the sims

E.g. we started seeing single-pixel events (looking like cosmic
rays) in the sims; it turned out that the problem was
connected to simulating bright stars.
Problems in techniques for simulating objects and background:
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Does a Simulation have to be Correct?

The LSST ImSim represents the atmosphere as 6 layers of
frozen van Kármán turbulence; the resulting PSFs are
complicated

Is this correct? Does it matter? It depends. For predicting
weak lensing, Yes. For developing codes, probably No.
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LSSTDC3bPT1.2

450 exposures (around an hour of data); 6 Tb. All were put
through the current version of the pipelines, and the resulting
catalogues were stuffed into mySql.

We (i.e. Steve Bickerton and Andy Becker) post-processed the
catalogues to generate summary web pages. This is non-trivial
with this much data; we’ll need the tools in 20XX, and we
may as well use them now.
e.g.
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LSST ImSim SuprimeCam

Note slope in SuprimeCam data



Introduction SDSS Imaging Übercal MARVELS LSST

Why Simulate?

LSST ImSim SuprimeCam

Note slope in SuprimeCam data



Introduction SDSS Imaging Übercal MARVELS LSST

Why Simulate?

Algorithmic issues:

Dark energy experiments; w ���. Dominated by systematics.
Is Great101 sufficient? What do 15s exposures do to the
PSF correlations? How does dithering the field centres
help? How does a realistic distribution of seeing, defects,
dithers imact the statistical efficiency of co-add based
shape measurements?
Background subtraction
Should background estimation be a part of coaddition
generation? How should we handle IR Cirrus?
Deblender
I can imagine how to write a deblender that handles:
Crowded star fields and clusters of galaxies; many epochs
Am I crazy? Assume a non-informative prior.
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How Good does a Simulation have to Be?

Scientists: Perfect, of course.

Managers: They’re good enough already

RHL: Good enough for the problems to be invisible to the
pipelines

I.e. it’s an arms race; the sims must keep a step ahead of the
pipelines.



Introduction SDSS Imaging Übercal MARVELS LSST

How Good does a Simulation have to Be?

Scientists: Perfect, of course.

Managers: They’re good enough already

RHL: Good enough for the problems to be invisible to the
pipelines

I.e. it’s an arms race; the sims must keep a step ahead of the
pipelines.



Introduction SDSS Imaging Übercal MARVELS LSST

How Good does a Simulation have to Be?

Scientists: Perfect, of course.

Managers: They’re good enough already

RHL: Good enough for the problems to be invisible to the
pipelines

I.e. it’s an arms race; the sims must keep a step ahead of the
pipelines.



Introduction SDSS Imaging Übercal MARVELS LSST

How Good does a Simulation have to Be?

Scientists: Perfect, of course.

Managers: They’re good enough already

RHL: Good enough for the problems to be invisible to the
pipelines

I.e. it’s an arms race; the sims must keep a step ahead of the
pipelines.



Introduction SDSS Imaging Übercal MARVELS LSST

How Good does a Simulation have to Be?

Scientists: Perfect, of course.

Managers: They’re good enough already

RHL: Good enough for the problems to be invisible to the
pipelines

I.e. it’s an arms race; the sims must keep a step ahead of the
pipelines.



Introduction SDSS Imaging Übercal MARVELS LSST

When Should we Stop Simulating?

It’s important that we’re convinced our Monte Carlo
simulation and our data match, because we’re deriving
our calibrations from the Monte Carlo,” explains Kerstin
Perez. [Monte Carlo allows us to understand] how jets
shower and progress through the detector – “an incredibly
complicated process that no-one can really describe fully”
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